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Problem 1 (Pooled OLS, Random Effects and Fixed Effects) 
	
  
	
  

	
  
	
  
	
  
  

PART B

Answer all questions. 50 marks total.

3. (25 marks total)

(a) For γ = 0 we have E(xituiτ ) = 0. Thus, we find for n → ∞

β̂OLS − β =

1

n
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= 0,

i.e. β̂OLS is consistent. Analogously, one finds that β̂GLS and β̂WG are consistent, i.e. all three

estimators are consistent.

(b) The GLS estimator has the smallest asymptotic variance.

(c) For γ �= 0 we have E(xituiτ ) �= 0, and in particular E(x�iui) �= 0 and E(x�iΣ−1ui) �= 0. Thus, the

OLS and GLS estimator are NOT consistent in that case.

The WG estimator is still consistent, because x�iMui = x�iMεi, i.e. M projects out αi completely,

and therefore E(x�iMui) = E(x�iMεi) = 0. We thus have as n → ∞

β̂WG − β =

1
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Thus, only β̂WG is consistent.

(d) We have E(xitũit) = 0 and E(wiũit) = 0, i.e. the regressors are exogenous, and one can also

show that they are non-collinear. Thus, the pooled OLS estimator proposed here is indeed a

consistent estimator for β and γ.
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Problem 2 (Pooled OLS and Random Effects) 
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Solutions for Problem Set 2

Question 1

(a) As n → ∞ we have

β̂GLS − β =
1
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where we applied the WLLN and the fact that (xituiτ ) = 0. We have thus shown

β̂GLS →p β as n → ∞, i.e. consistency of β̂GLS. The consistency argument for β̂OLS

is analogous.
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(c) As n → ∞ we apply the WLLN and the CLT to obtain
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Applying Slutsky’s theorem then gives
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By analogous reasoning one finds that
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Using the distributional assumptions on xit, εit and αi we can express the asymptotic

variances of the estimators as follows
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We have

AsyVar(β̂OLS)− AsyVar(β̂GLS) =
σ4
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2
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> 0,

Thus, β̂GLS has the smallest asymptotic variance.

Question 2

(a) The RE assumptions are NOT satisfied, since αi is correlated with wit. The RE

OLS estimator for β1 and β2 is inconsistent.

(Comment: αi is mean zero, so one might naively suspect that the estimator for β1

is consistent. However, this is not the case. The inconsistency of the OLS estimator

for β1 is induced by the inconsistency of the OLS estimator for β2, since wit is not

mean zero)

(b) Under a FE assumption we cannot estimate β1 consistently, since the constant has

no variation across t, but we can estimate β2 consistently.

(c) According to the lecture we have
√
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Question 3

(a) [(yit − yi,t−1β)yi,t−1] = [αiyi,t−1] �= 0, since αi enters into yi,t−1. The RE-OLS

estimator is not consistent.

2


